Designing your own correlational research

Earlier in this chapter, we defined ‘correlation’ as the degree of relatlonsblp
between the two sets of scores. We also showed that such .correlatlon
coefficients can be either positive (if the numbers are related in the. same
direction) or negative (if they are related in opposite directions). In d?Slgmnf;
studies that use correlation coefficients, you must recognize two things:
the sign (i.e. positive or negative) and magnitude of a correlation coefficien
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are two different things, and (b) correlation coefficients only make sense!
the assumptions underlying them are met.
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Assumptions underlying the Pearson
The assumptions underlying the Pearson rare as follows

1 scaLEs AssUMPTION: both sets ofnumbcrs must be Ontingg,

2 INDEPENDENCE ASSUMPTION: the pairs of numbers Within: N
must be independent of one another, i.e. each number in each Aty g
have been generated in ways which could not have i"HUenaclrdmu“
generation of the other. (See below for examples.) ¢d thy

3 NORMALITY AssUMPTION: both distributions must be oy
in Chapter 5 (page 136).

4 LINEARITY ASSUMPTION: The two sets of numbers, jf plotted ,
scATTERPLOT or graph, should be more or less in a line. i
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If you find all four assumptions are met, you can reasonably interpre
resulting correlation coefficient as the degree to which the twWo sets of
numbers are associated. If you find that your data violate one of more of the
assumptions, the resulting correlation coefficient may be an overestimate
underestimate of the true state of affairs in the group you are studying,
Check Assumption 1 (scales assumption) by examining each scale and
confirming that each is continuous (according to the definition given cafi
in this chapter).

Check Assumption 2 (independence assumption) (a) by making sure t
students do not cheat or otherwise collaborate while you are testing ot
otherwise measuring them and (b) by examining the sets of numl{tﬁ 0
make sure the same student does not appear twice in the data (i.c. didn
generate two pairs of scores). S 0
Check Assumption 3 (normality assumption) (a) by examining ! o
descriptive statistics for normality, or normal distribution, (by C’.‘aml;‘:h:
them to see if you can fit at least two standard deviations on each sid¢ 0[ i
mean within the range of scores and/or (b) by creating a histogram ¢
graph of the scores and deciding if it looks approximately normal ets
Check Assumption 4 (linearity assumption) by plotting £1e twothcn\”
numbers in a scatterplot and looking at them. For instance, if wep lo [ions fo
sets of numbers that served ag the basis of the demonstration calcU!®
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[nterpreting correlational research

of this chapter, we showed how three
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must be observed in interpreting such cqefficneqts: even rap don ca“tigm
can show some degree of correlation; SFatlstlcal significance does nnumb‘fs
meaningfulness; and correlation coefficients do not indicage Causa“:y[ i,

Even random numbers can show some degree , y

correlation

One problem that was noticed early in the development of cotiil
cocfficients was that they seldom turned out to be exactly zero, [, I atioy
when calculating a correlation coefficient based on randomly gene’reven
numbers (where absolutely no systematic relationship shoy|q exis[?;ted
correlation of .00 is very seldom found. Consider Table 6.12, Wik ;va
repeatedly calculated correlation coefficients based on random numbe; sets 0;
varying sizes. The first column of numbers shows ten correlation coeffey
based on 100 pairs of random numbers. Notice that these correlyiy,
coefficients range as high as 0.13 in the positive direction and -0.08 ip t
negative direction. The second column of numbers shows ten correlaion
coefficients based on 50 pairs of random numbers; these correlation coefficens
range a bit more: from as high as 0.22 in the positive direction to-0.26inthe
negative direction. The third column of numbers shows ten correlation
coefficients based on 30 pairs of random numbers; these correlation coefficiens
range even more, from as high as 0.34 in the positive direction to-0.38 inthe
negative direction. The fourth column of numbers shows ten correlation
coefficients based on ten pairs of random numbers; these correlation coefﬁ.citfnts
range still more, from as high as 0.48 in the positive direction to -0.49 mfhe
negative direction. Finally, the last column shows ten correlation coefficien
based on five pairs of random numbers; these correlation coefficien fﬁ“gi
. ki from a staggering 0.92 in the positive direction to an even g
~0.93 in the negative direction.




